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Abstract. Seeking help when needed during learning is a crucial skill, especial-
ly in self-guided learning scenarios. However, some students do not ask for as-
sistance within the learning platform even when they need it. We address the 
challenge of detecting help-seeking behaviour by learning from student-
platform interaction using deep learning models. We depict student behaviour 
as sequences of actions in the course interaction log and evaluate six prediction 
deep learning models. CNN models trained on recurrence plots showed poten-
tial for detecting help-seeking behaviour solely from action sequences, making 
it more versatile than methods relying on student answers and tasks contents. 
We foresee potential applications including real-time student support and teach-
er’s alerts. 
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1 Introduction 

The ability to effectively seek help is crucial in self-guided learning scenarios. While 
some problematic situations are known both to avoid help and to abuse help as classi-
fied in [25], we focus on those that avoid using help. In particular, students may not 
ask for help even when they need it [1]–[3]. When a teacher is not always present and 
the student needs some level of self-discipline, not asking for help might be problem-
atic as the student could end up wheel-spinning [4] or abandoning the task. The longi-
tudinal nature of student-platform interaction leads us to think that taking into account 
the sequential context could be useful for analysing help-seeking behavior using deep 
learning models. There is literature on help-seeking including sequential data, and 
some works have focused on performance prediction or have centred on specific 
knowledge topics. We present an alternative approach to identify undiscovered sce-
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narios where students might require assistance, independent of task content, by exam-
ining behavioural patterns in help-seeking actions that consider the sequential nature 
of student-platform interaction. We aim to answer the research question “Can we 
detect help-seeking actions from log sequences in an e-learning system?”. Fundamen-
tally, this research is encouraged by an ultimate motivation: “Can we identify students 
who need help but do not ask for it by learning from those who do ask for it?”. 

In this work, we represent student-platform interactions as sequences of actions 
and compare six prediction deep learning models to detect help-seeking behaviour. 
Our approach differs from existing work by joining three main aspects: 1) Help-
seeking behaviour: we have found works that linked the need for intervention with 
performance or student knowledge instead of analysing the behaviour surrounding 
actual help-seeking actions [6]–[8]; 2) Time component: we have found works that 
used cumulative data (e.g. number of attempts) to predict the need for intervention 
instead of taking into account the temporal context [4]; and 3) Topic-independence: 
we have found works that did take into account the temporal context but focused on 
the content of student answers for specific tasks [7]–[9]. 

We aim to predict help-seeking by analysing the sequential nature of student be-
haviour without relying on student answers or the contents and specifics of the task in 
hand. We tested our method using data collected over a span of two years from 1263 
students working in real, everyday learning scenarios. We foresee potential applica-
tions including teacher alerts and real-time student support as well as insights for 
educators. 

2 Related work 

Knowing when to ask for help is important [25-27]. It can improve resilience and 
efficacy [10], [11] contribute to the development of independent and self-regulated 
skills [3], [12]. Student performance and knowledge have been widely used to deter-
mine when to intervene. Levy et al. [3] discovered that prior knowledge could be 
linked to the predisposition to ask for help and observed that the anonymity behind 
some computer-based learning environments promoted help-seeking. Mao [7], and 
Mao and Marwan [8] were able to identify students who needed intervention by pre-
dicting whether they would fail to complete their programming task. While the results 
were positive, this method is very contingent on the specifics of the task at hand (i.e. 
programming steps) and required task solutions to be available and encoded in a spe-
cific format. 

Other studies have focused on detecting specific situations known to be problemat-
ic. Mu et al. [4] considered a student to be wheel-spinning when they consecutively 
failed a task over a certain number of times. Their approach was focused on prior 
attempts, prior knowledge and performance on other activities in the curriculum. 
Thus, rather than analysing the current student session to detect if a student is show-
ing signs of having trouble, they predicted whether the student would fail to finish the 
next task. Chou et al. [2] also used a preset definition of needing help when develop-
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ing a system that negotiates with a student whether they need help or not. They prede-
fined a set of heuristics to assess the need for help.  

3 Methodology 

3.1 Data acquisition 

Data used in this research was provided by Codelearn S.L., a programming and com-
putational thinking academy whose main students are children. The data were collect-
ed between July 2021 and January 2023 and were fully anonymised to avoid any per-
sonal identification. The dataset consisted of a collection of event sequences repre-
senting 10 types of interactions defined in a domain and course-independent way: 
writing, deleting and pasting text, accessing theory pages and exercise instructions, 
leaving the platform, idling, failing an exercise, entering an exercise and performing a 
task (in this case, executing code). These interactions occurred within an online pro-
gramming platform where students engaged with coding exercises. Students could 
write, test, and submit code, receiving automated feedback. If an attempt failed, they 
could revise and try again. Event sequences were captured in a task-independent 
manner; without requiring knowledge of the specific problem content or student an-
swers. Sessions were of variable length, with inactivity of 10 minutes marking the end 
of a session.  

This research assumes that some students may not seek help, but not asking for 
help does not always mean they are not struggling. Accordingly, only sequences from 
students who asked for help at some point were considered. This follows our reason-
ing that if a student never asked for help, we cannot know whether she might need it 
or not. On the other hand, we hypothesise that if a student has sometimes asked for 
help before, she will probably have done so when she needed it (as she knows that she 
can do it and how to do it). 

Help-seeking was integrated into the platform through two tools: students could 
unlock predefined hints associated with each exercise, or they could send a written 
help request to their tutor and await a response. Sequences were labeled based on 
whether the student engaged in help-seeking—i.e., used at least one of these tools.  

The collection phase resulted in over 24.4 × 106 raw events. After preprocessing 
the data, the final dataset consisted of 108829 sequences comprising 8.15 × 106 
events from 1263 students between 7 and 18 years old. 5258 of those sequences 
(4.8%), displayed help-seeking behaviour, with a median of 2.3% 

 
3.2 Experimental protocol 

We followed a two-phase approach. First, we tuned the hyperparameters of each 
model prototype using at least 300 trials, training on 80% of the data and evaluating 
on the remaining 20%, using the same split across all studies. Trials were assessed 
using AUROC, and the best configuration per model type was selected. Importantly, 
this phase involved tuning model structures and settings—not selecting or transferring 
learned weights. While this approach avoids parameter leakage, we acknowledge that 



4             R. Horta-Bartomeu et al. 

selecting configurations based on the same dataset could introduce some optimistic 
bias. A more rigorous method would involve nested CV. We then evaluated the se-
lected configurations using 5-fold grouped and stratified cross-validation (CV), ensur-
ing user separation and class balance across folds. Given the class imbalance, we 
prioritized metrics such as FPR, TPR, and AUROC over accuracy. 

 
3.3 Sequence Representation 

Our dataset consisted of sequences of actions, some of which were quantified repre-
senting different metrics. Since the goals is to determine whether including the se-
quential context can provide further insight to detect help-seeking in comparison to 
merely using aggregated information, each event frequency within a sequence was 
used as feature to build a baseline model. The other models used the following repre-
sentations: 

1) Word embeddings: Categorical sequences have been extensively studied to 
represent text. The advances made in the natural language processing (NLP) field can 
then be adapted to other problems. A clear example is word embeddings, which are 
capable of capturing context and relationships within the tokens they represent. In this 
work we used learned embeddings with a DistilBERT transformer [14]. This method 
of data representation did not include the quantification information of our events. 

2) One-hot encoding: Serving a similar purpose to embeddings, while it does not 
convey any context or intrinsic relationship between categories, one-hot encoding is 
also a method to represent categorical data in a way that machine learning algorithms 
can interpret. This data representation method is commonly used in a binary manner, 
in which the vector that represents a token has only a single element set to 1, indicat-
ing which category it pertains to. Instead of employing binary vectors, we used quan-
tified encodings that stored event quantification values in the corresponding “hot” 
vector elements. 

3) Deep-RPs: Recurrence plots (RPs) are a data representation technique with the 
potential to reveal sequential patterns. They consist of square matrices and thus can be 
fed to CNNs as if they were images. The shapes they form are characterised by the 
recurrence patterns of the sequences they represent. When used with categorical data, 
RPs lack specificity about category associations. To address this, we introduce deep 
categorical recurrence plots (deep-RPs), a novel variation of RPs. A traditional RP 
consists of a single matrix in which each point (x, y) reflects a comparison between 
the elements at positions x and y of the sequence. When used with categorical data, a 
binary value indicates if the points share the same category. Without further encoding, 
the category itself is lost. Inspired by the one-hot encoding method and the convolu-
tional neural network (CNN) image processing technique that uses channels to encode 
colours, we propose adding depth to RPs to encode the category. Given the original N 
× N matrix, an extra dimension is added to encode the category. Thus, when elements 
x and y belong to the same category, the point (x, y, c), where c is the index corre-
sponding to said category, is set to 1 or a chosen distance value. In this work, apart 
from the deep-RP, we included an extra channel containing a traditional RP. The au-
thors in [15] used binary (i.e. black and white) RPs. Since they worked with sequenc-
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es of IDs, binary RPs were a good solution. If we used this method, we would be 
losing valuable information about which are the recurrent events. This is the reason 
for using deep categorical RPs. We have seen the depth (channels) of CNNs being 
used to encode categorical data in works like [16] and [17]. However, we are yet to 
find a work that makes use of the CNN channels’ depth to encode categorical RPs. 

 
3.4 Model prototypes 

Six model prototypes were tested: one fully-connected artificial neural network 
(ANN), two transformer networks, two CNNs and a model that combined multiple 
CNNs.  

1) Baseline model: A deep, feed-forward, fully connected neural network was 
used as a baseline model that cannot reflect the sequential context of the data, allow-
ing us to compare its performance to those solutions that can. It was trained on aggre-
gated features that summarised the sequences. 

2) Transformers: Considering the resemblance between event sequence classifica-
tion and text classification tasks we examined the possibility of reusing DistilBERT 
[14], a state- of-the-art NLP model, by maintaining its pre-trained encoder and re-
training its embeddings to fit our data. Values from quantified events were not used 
since NLP models lack this ability. The second approach used a transformer encoder 
trained from scratch on quantified one-hot inputs with positional encoding, training 
only the encoder and classifier. 

3) CNN: A 1D CNN was used to classify quantified one-hot encodings and a 2D 
CNN was trained on deep-RPs. To explore whether the 1D and 2D CNNs could com-
plement each other’s performance, an extra model that combined the two of them was 
built (namely, a stacked CNN). The outputs of each submodel’s final linear layer were 
normalized, concatenated, and passed through fully connected layers to learn from the 
features extracted by each submodel. 

4 Results 

Once the best configuration was determined during the hyperparameter-tuning phase, 
models were built and evaluated using a 5-fold CV. Table 1 presents the results. The 
CNN models performed better than the transformer models, and they all outperformed 
the baseline considerably. The highest AUROC was achieved by the stacked CNN but 
was just slightly higher than 1D-CNN, which is a lighter model. 

To apply these CNN models, the trade-offs and misclassification costs for each 
class have to be considered. That is, how many students to interrupt unnecessarily in 
favour of helping a student in need. Considering a base system without any detection 
tool, the ability to detect even a few of the students that need help is an improvement 
compared to detecting none. Therefore, a threshold that compromises a low percent-
age of non-help-seeking interactions (yields a low FPR) has to be chosen. For in-
stance, considering the 1D-CNN and the stacked CNNs, up to 50% TPR can be 
achieved if a maximum FPR of 10% is allowed, and up to 27% TPR with an allowed 
FRP of 5%. This is to be decided by the educational expert. 
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Table 1. Results of the 5-fold CV for each model, average AUROC and standard deviation. 

Model AUROC σ 
Fully-connected ANN (baseline) 0.633 0.016 
DistilBERT 0.756 0.009 
Quant. transformer 0.732 0.012 
1D-CNN 0.837 0.005 
RP-CNN 0.803 0.011 
Stacked CNN 0.839 0.006 

 

5 Explainability 

When developing a system to suggest the need for intervention, or even to automati-
cally intervene during learning experiences, providing explanations for the system’s 
decisions is crucial. It is important to understand why a model makes a decision and 
which student behavior traits help flag a situation. We focused on the last linear layer 
before the RP-CNN’s classifier, and considered its output to be a summary of the 
features that the model learned about the input. We extracted these features for every 
RP and applied K-means to cluster them. Some of the clusters’ class ratios (Table 2) 
differed a lot from the baseline ratio (i.e. 4.8% positive). A clear visual difference can 
be seen between the RPs in Fig. 1. Some of the clusters showed distinctive patterns. 
For instance, a pattern that appeared frequently in cluster 13 involved failing and 
editing multiple times before asking for help and exiting the platform after failing an 
attempt. 

 

              
Fig. 1. Samples from clusters 3 (left) and 13 (right) 

The cluster analysis revealed that the features extracted by the models successfully 
differentiated various patterns within the data. The use of recurrence plots proved to 
be effective, enabling us to visualise these patterns clearly. Some clusters had positive 
class ratios as high as 33%, nearly seven times the baseline of 4.8%. However, it’s 
worth noting that the majority of samples in these clusters remained negative. While 
we can reasonably conclude that certain interaction sequences do not exhibit help-
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seeking behaviour, our confidence is lower when it comes to interactions that do seem 
to indicate a need for assistance. 

Table 2. Number and ratio of samples by class in each cluster. 

Clusters Positive Negative 
13 212 (33.9%) 414 (66.1%) 

4 910 (25.0%) 2728 (75.0%) 

5 1436 (15.5%) 7815 (84.5%) 

1 1801 (9.9%) 16326 (90.1%) 

Baseline ratio 4.8% 95,2% 95,2% 

0, 7, 10  > 1%, < 4 > 96%, < 99% 

2,3,6,8,9,11,12,14  < 1% > 99% 

 

6 Conclusions and Future Work 

Help-seeking has been studied in literature from various angles and knowing when to 
intervene poses a significant challenge [24-27]. Some approaches are based on how 
the student’s answer to a problem compares to the expected response. Others prede-
fined intervention situations or took a wider scope by considering past attempts and 
predicting the need for help before the actual attempt. We approach the problem by 
studying the learning session itself and how the student behaves during this session 
exploiting the sequential nature of logs interactions and capturing the sequential char-
acteristics of the data with deep learning models. From our experiments, CNN models 
trained on deep recurrence plots seem to be able to detect students that avoid asking 
for help but need it. However, further studies need to be done to obtain stronger con-
clusions. 

While we used programming exercises as a case study, the only characteristic spe-
cific to programming was the tasks “execute” and no code content was used. The 
method’s core strength lies in identifying behaviour patterns from interactions rather 
than focusing on tasks’ or answers’ contents. This could allow applying it to a wide 
array of educational tasks. The requirement for the method’s applicability is a certain 
level of interaction, such as writing, consulting theory or instructions, and failing.  

We consider that this work can contribute to getting a deeper understanding of how 
students behave when they need help. More implementations could be done to explore 
potential applications including offering help in real-time, which can be achieved at 
different levels of disruption. Another application would involve notifying the teacher 
when a student seems to be struggling through real-time alerts or periodic progress 
summaries.  

Future work could also explore the influence of individual personalities on the de-
cision to seek assistance, with the Big Five model serving as a promising avenue for 
further investigation. Finally, according to Aleven and Koedinger [18], some students 



8             R. Horta-Bartomeu et al. 

are more interested in getting a task done than learning from it. This is linked to the 
concept of gaming the system, which has been deeply studied by Ryan Baker [19-22] 
and is another potential topic to explore using our approach for help-seeking detec-
tion. 
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